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Abstract
An interesting class of planning domains, including planning for daily activities of Mars rovers, involves achievement of goals with time constraints and concurrent actions with probabilistic durations. Current probabilistic approaches, which rely on a discrete time model, introduce a blow up in the search state-space when the two factors of action concurrency and action duration uncertainty are combined. Simulation-based and sampling probabilistic planning approaches would cope with this state explosion by avoiding storing all the explored states in memory, but they remain approximate solution approaches. In this paper, we present an alternative approach relying on a continuous time model which avoids the state explosion caused by time stamping in the presence of action concurrency and action duration uncertainty. Time is represented as a continuous random variable. The dependency between state time variables is conveyed by a Bayesian network, which is dynamically generated by a state-based forward-chaining search based on the action descriptions. A generated plan is characterized by a probability of satisfying a goal. The evaluation of this probability is done by making a query the Bayesian network.

Introduction
Concurrent actions and time uncertainty - that is, uncertainty related to the duration of actions and the occurrence of their effects - are among the key factors of complexity in a number of planning domains. They are in particular important in the Mars rovers planning domain which deals with the decision of daily activities for the rovers (Bresina et al. 2002). A rover may be navigating to a given point to collect samples, while at the same time initializing its sensors, or transmitting data of previously analyzed samples. In general the time at which the different effects of an operation occur is not predetermined. Navigation speed, for instance, is not constant.

Time uncertainty can in principle be dealt with using current probabilistic planning approaches. In particular, Concurrent Markov Decision Processes (CoMDP) (Mausam and Weld 2004) and Concurrent Probabilistic Temporal Planning (CPTP) (Mausam and Weld 2006) were designed to deal with domains involving actions with probabilistic effects and actions concurrency. These approaches rely on a discrete time model, so that the search space is a space of world states extended with numeric time stamps. An action having an effect with time uncertainty would be modeled by nondeterministic effects, as many as the possible time points at which the effect may occur. The application of an action to a world state would result in each nondeterministic effect yielding a corresponding time stamped state, resulting in a combinatorial explosion in the search space.

We are currently investigating an alternative planning approach avoiding the combinatorial state explosion incurred by the time stamping of states. We introduce a new approach addressing uncertainty related to the duration of actions or the occurrence of their effects. The search space is still modeled as a space of world states, but time is modeled using a set of continuous random variables instead of numeric time stamps. Time random variables are associated to features of states to track the time at which the assigned values become valid. A Bayesian network is used to maintain the dependency relationship between the time random variables. It is dynamically generated by the forward-chaining state-space search via the application of actions to world states. The search process queries the Bayesian network to determine the probability that the goal is achieved in a given state of the state-space explored so far. It also estimates the expected makespan of a plan. As a first step, our planner produces non-conditional plans which are robust to uncertainty.

The attachment of time random variables to state features and the inference in the Bayesian network to answer queries by the search process introduce a new overhead. On the other hand, we no longer have time stamps for all uncertain time points for action effects. Our hypothesis is that, for many interesting domains, the savings obtained by the elimination of the combinatorial state explosion due to time stamping outweighs the overhead incurred by the time tracking of state features. So far we validated this hypothesis on the International Planning Competition (IPC) Transport and Mars rovers domains, modified to introduce uncertainty on action durations.

In the next section, we introduce basic concepts and definitions necessary for the description of the planning algorithm. This is followed by the planning algorithm, experiments, related work discussion, and a conclusion.
Basic Concepts and Definitions

State variables are used to describe state features (Nebel 2000). The set \( X = \{ x_1, ..., x_n \} \) defines all state variables, each one describing a particular feature of the world state. A world state is an assignment of values to the state variables and action effects (state updates) are changes of variable values. A state variable with a corresponding value is also called a state feature. The domain of values for a variable \( x \) is noted \( \text{Dom}(x) \). It is assumed that no exogenous events are present; only planned actions cause state changes.

There are two kinds of continuous random variables for representing uncertainty on time: time events \( (T) \) and action durations \( (D) \). A time random variable \( t \in T \) marks the occurrence of an event, occurring either at the start or at the end of an action. An event represents a change of the values of a set of state variables. The time random variable \( t_0 \in T \) is reserved for the time of the initial world state. Each action \( a \) has a duration represented by a random variable \( d_a \in D \). Each time random variable \( t \in T \) has an equation which defines the time at which \( t \) occurs as a function of other random variables. For instance, consider an action \( a \) starting at time \( t_0 \) and ending at time \( t_1 \). Then, \( t_1 \) is defined by the equation \( t_1 = t_0 + d_a \).

The set of action duration random variables is defined by \( D = \{ d_a | a \in A \} \) where \( A \) is the set of actions. The function \( \text{PDF}_{d_a}(u) : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) gives the probability density that the action \( a \) has a duration of \( u \) units of time. We make the assumption that actions have independent durations. So \( d_a \) and \( d_b \) are independent random variables if and only if \( a \neq b \). Several executions of a same action are considered to have the same duration. Executing action \( a \) twice has the total duration \( 2d_a \).

Hence a state is not associated with a fixed time stamp. It rather describes the current world state using a set of state variables. There is no uncertainty about the values being assigned to state variables. The only uncertainty is about when the assigned values of state variables become valid. The function \( \bar{V}(x) \) models this uncertainty by mapping each state variable to a corresponding time random variable.

The specification of actions follows the extensions introduced into PDDL 2.1 (Fox and Long 2003) for expressing temporal planning domains. Roughly, an action \( a \) is a tuple \( a=\{\text{name}, \text{cstart}, \text{coverall}, \text{estart}, \text{eend}, d_a \} \) where \( \text{cstart} \) is the set of at start conditions that must be satisfied at the beginning of the action, \( \text{coverall} \) is the set of persistence conditions that must be satisfied over all the duration of the action, and \( \text{estart} \) and \( \text{eend} \) are respectively the sets of effects at start and at end of the action. The duration of the action is probabilistically specified by the random variable \( d_a \in D \). The condition \( c \) is a boolean expression over state variables. The expression \( \text{vars}(c) \) returns the set of all state variables that are referenced by a condition \( c \). An effect \( e = (x, \text{exp}) \) specifies the assignment of the value resulting from the evaluation of expression \( \text{exp} \) to the state variable \( x \). Expressions \( \text{conds}(a) \) and \( \text{effects}(a) \) return respectively all conditions and all effects of action \( a \). The set of all actions is denoted by \( A \).

An action \( a \) is applicable in a state \( s \) if and only if \( s \) satisfies all at start and over all conditions of \( a \) (denoted \( s \models a \)). A condition \( c \in \text{conds}(a) \) is satisfied in state \( s \) if \( c \) is satisfied by the current assigned values of state variables of \( s \).

A state \( s \) is defined by \( s = (U, V, P) \) where \( U \) is a total mapping function \( U(x) : X \rightarrow \text{Dom}(x) \) that gives the current assigned value for each state variable \( x \); \( V \) is a total mapping function \( V(x) : X \rightarrow T \) that gives the time at which the assignment \( x = U(x) \) becomes valid; and \( P \) a total mapping function \( P(x) : X \rightarrow 2^T \) that gives the set of time random variables associated to persistence conditions on \( x \). Persistence conditions are used to track over all conditions of actions. Each time random variable \( t \in P(x) \) imposes that state variable \( x \) cannot be changed before time \( t \). Time \( t \in P(x) \) is also called the release time of a persistence condition on \( x \). A state variable \( x \) has always an implicit persistence condition until its corresponding valid time, i.e. \( \bar{V}(x) \in P(x) \).

A goal \( G \) is a conjunction of timed goal state features. A timed goal state feature \( g = (x, v, t) \) means that state variable \( x \) has to be assigned the value \( v \) within \( t \in \mathbb{R}^+ \) time. We use \( t = +\infty \) to specify the absence of a deadline for goal achievement. A planning problem is defined by \( (A, s_0, G, m) \) where \( A \) is the domain definition (set of actions in PDDL), \( s_0 \) is the initial world state, \( G \) is the goal to reach, and \( m \) is a metric function to optimize.

Consider the Transport planning domain in which trucks have to deliver packages distributed over a map. We have a set of \( n \) trucks \( R = \{ r_1, ..., r_n \} \), a set of \( m \) packages \( P = \{ p_1, ..., p_m \} \) and a map of \( k \) locations \( L = \{ l_1, ..., l_k \} \). A package is either at a location or loaded onto a truck. There is no limit on the number of packages a truck can transport at the same time and on the number of trucks that can be parked at the same location. The specification of actions is given in Table 1. The action \( \text{Goto}(r_i, l_a, l_b) \) describes the moving of a truck \( r_i \) from location \( l_a \) to location \( l_b \). The duration of a \( \text{Goto} \) action is modeled using a normal distribution where both the mean and the standard deviation are proportional to the distance to be traveled. \( \text{Load} \) and \( \text{Unload} \) actions specify the loading and the unloading of a package by a truck. The duration of these actions is defined by a uniform distribution. The set of state variables \( X = \{ C[r]|r \in R \} \cup \{ C[p]|p \in P \} \) specifies the current location of trucks and packages. The domain of variables is defined as \( \text{Dom}(C[r]) = L \cup R \) and \( \text{Dom}(C[p]) = L \cup R \) (\( \forall p \in P \)). A goal \( G \) is a conjunction of \( n \) subgoals \( (p_k, l_k, dt_k) \) for \( 0 < k \leq n \) where each subgoal specifies that package \( p_k \in P \) must be delivered to location \( l_k \in L \) before due time \( dt_k \in \mathbb{R}^+ \).

Planning Algorithm

The planning algorithm performs a forward-chaining search in a space of states. The state-space explored at a given point is a graph, with nodes corresponding to states and transitions to actions. In addition to the search graph, the planner generates a Bayesian network to track the dependency relationship between the random variables which define the time of events and the duration of actions. This is a directed acyclic graph \( B = (N, E) \) where \( N = T \cup U \) is a set of random variables and \( E \) is a set of edges representing dependencies
between random variables. Dependencies in the Bayesian network follow from the equations of the time random variables, which are derived by the application of an action to a current state.

Figure 1 illustrates an example of a Bayesian network composed of six random variables where the initial time is denoted by \( t_0 = 0 \). Random variables \( d_{\text{Goto}(r_1, l_1, l_2)} \) and \( d_{\text{Goto}(r_2, l_2, l_3)} \) follow a normal distribution and represent the duration of the corresponding actions. The time random variables \( t_1 \) and \( t_2 \) specify the end time of two actions started at \( t_0 \). The time random variable \( t_3 = \max(t_1, t_2) \) defines the earliest time at which both actions will be completed.

The planning algorithm handles concurrency and delayed effects differently from a traditional model for concurrency (Bacchus and Ady 2001). A delayed effect for an action is defined as the earliest time at which all persistence conditions are satisfied. This time \( t_3 \) is obtained by the application of an action \( a \) in a state \( s \). The start time of an action is defined as the earliest time at which its requirements are satisfied in the current state. Algorithm 1 shows the entry point of the planning algorithm. The planner searches for a plan which, when executed, has a probability of success higher than a given threshold, and which optimizes the metric \( m \). The choice of an action \( a \) at Line 5 is a backtrack choice point. Heuristics are involved to guide the choice.

**Algorithm 1 Plan**

1. PLAN\((s, G, A, m)\)
2. if \( Pb(s \models G) \geq \text{threshold} \)
3. \( \pi \leftarrow \text{ExtractPlan}(s) \)
4. return \( \pi \)
5. nondeterministically choose \( a \in \{ a \in A \mid a \models s \} \)
6. \( s' \leftarrow \text{Apply}(s, a) \)
7. return \( \text{Plan}(s', G, A, m) \)

**Algorithm 2 Apply Action Function**

1. function APPLY\((s, a)\)
2. \( s' \leftarrow s \)
3. \( t_{\text{con}} \leftarrow \max_{x \in \text{vars}(\text{conds}(a))} s.V(x) \)
4. \( t_{\text{release}} \leftarrow \max_{x \in \text{vars}(\text{effect}(a))} \max(s.P(x)) \)
5. \( t_{\text{start}} \leftarrow \max(t_{\text{con}}, t_{\text{release}}) \)
6. \( t_{\text{end}} \leftarrow t_{\text{start}} + \Delta a \)
7. for each \( c \in a.\text{coverall} \)
8. for each \( v \in \text{vars}(c) \)
9. \( s'.P(x) \leftarrow s'.P(x) \cup \{ t_{\text{end}} \} \)
10. for each \( c \in a.\text{start} \)
11. \( s'.U(e,x) \leftarrow \text{eval}(e,\text{exp}) \)
12. \( s'.V(e,x) \leftarrow t_{\text{start}} \)
13. \( s'.P(e,x) \leftarrow \{ t_{\text{start}} \} \)
14. for each \( c \in a.\text{end} \)
15. \( s'.U(e,x) \leftarrow \text{eval}(e,\text{exp}) \)
16. \( s'.V(e,x) \leftarrow t_{\text{end}} \)
17. \( s'.P(e,x) \leftarrow \{ t_{\text{end}} \} \)
18. returns \( s' \)

The Apply function of Algorithm 2 details how a resulting state \( s' \) is obtained by the application of an action \( a \) in a state \( s \). The start time of an action is defined as the earliest time at which its requirements are satisfied in the current state. Line 3 builds the time \( t_{\text{con}} \) which is the earliest time at which all \( a.\text{start} \) and \( a.\text{end} \) conditions are satisfied. This time corresponds to the maximum of all time random variables associated to the state variables referenced in the action’s conditions. Line 4 builds time \( t_{\text{release}} \) which is the earliest time at which all persistence conditions are released on all state variables modified by an effect. Then at Line 5, the time random variable \( t_{\text{start}} \) is created. Indeed, its equation is the \( \max \) of all time random variables collected in Lines 3-4. Line 6 creates the time random variable \( t_{\text{end}} \) with the equation \( t_{\text{end}} = t_{\text{start}} + \Delta a \). Once created, the time random variables \( t_{\text{start}} \) and \( t_{\text{end}} \) are added to the Bayesian network if they do not already exist. Lines 7-9 add a persistence con-
diation which expires at \( t_{\text{end}} \) for each state variable involved in an over all condition. Lines 10-17 process at \( t_{\text{start}} \) and at \( t_{\text{end}} \) effects. For each effect on a state variable, they assign this state variable a new value, set the valid time to \( t_{\text{start}} \) and add \( t_{\text{end}} \) to the set of persistence conditions.

Figure 2 illustrates an example of a partial search carried out by Algorithm 1. Expanded states are shown in (a). Each state has three state variables which represent respectively the current location of trucks \( r_1 \) and \( r_2 \) and of package \( p_1 \). All state variables of the initial state \( s_0 \) are associated with the time random variable \( t_0 \) which represents the initial time. Subfigure (b) shows the generated Bayesian network; it shows the equations of time random variables and the probability distributions followed by the action duration random variables.

The state \( s_1 \) is obtained by applying the action \( \text{Goto}(r_1, l_1, l_3) \) to state \( s_0 \). The Apply function (see Algorithm 2) works as follows. The action \( \text{Goto}(r_1, l_1, l_3) \) has the at \( t_{\text{start}} \) condition \( C[r_1] = t_1 \). Because \( C[r_1] \) is associated to \( t_0 \), we have \( t_{\text{conds}} = \max(t_0) \). Since the action modifies \( C[r_1] \), which is associated to \( t_{\text{release}} \), time \( t_{\text{release}} = \max(t_0) \) is set. At Line 5, the action start time is thus defined as \( t_{\text{start}} = \max(t_{\text{conds}}, t_{\text{release}}) = t_0 \) which already exists. Then at Line 6, the time random variable \( t_{\text{end}} = t_0 + d_{\text{Goto}(r_1, l_1, l_3)} \) is created and added to the network with the label \( t_1 \). Next, Lines 13-16 apply effects by performing the assignment \( C[r_1] = l_3 \) and by setting time \( t_1 \) as the valid time for \( C[r_1] \).

Applying action \( \text{Unload}(r_1, l_3, p_1) \) in state \( s_3 \) creates state \( s_4 \). The action has two preconditions \( C[r_1] = l_3 \) and \( C[p_1] = r_1 \), which are respectively associated to \( t_1 \) and \( t_0 \). This, the start time of this action is \( \max(t_0, t_1) \) which could be simplified to \( t_1 \) because \( t_0 \) is an ancestor of \( t_1 \). The end time is specified by \( t_3 = t_1 + d_{\text{Unload}(r_1, l_3, p_1)} \). Since the action has an over all condition, a persistence condition is added on the state variable \( C[r_1] \), which must hold until the end time \( t_3 \) (noted within [ ] in the figure). The action \( \text{Load}(r_2, l_3, p_1) \) has two at \( t_{\text{start}} \) conditions: \( C[r_2] = l_3 \) and \( C[p_1] = l_3 \). Since state variables \( C[r_2] \) and \( C[p_1] \) are valid at times \( t_2 \) and \( t_3 \) respectively, the action start time is defined by a new time random variable \( t_4 = \max(t_2, t_3) \).

Bayesian Network Inference Algorithm

A Bayesian network inference algorithm is required to estimate the probability of success and the expected makespan of plans. The choice of an inference algorithm for Bayesian networks is guided by the structure of the Bayesian network and on the type of the random variables it includes (Darwiche 2009). In our case, the Bayesian network has continuous random variables. In this case, analytical inference methods are possible if one can impose some restrictions on the allowed probability distributions. In particular, a normal distribution is often used because its definition by two parameters (mean \( \mu \) and standard deviation \( \sigma \)) makes it suitable for analytical approaches.

In our approach, the time random variables \( T \) cannot be constrained to follow normal distributions since their equations may contain several instances of the maximum operator. Even if two random variables \( a \) and \( b \) were normally distributed, the resulting random variable would not be a normal distribution because of the manipulations involved in the equations defining variables in our approach.

Our approach leads to arbitrary forms of probabilistic distributions. Because there exists no exact and analytic method for Bayesian networks having arbitrary types of distribution, approximate inference algorithms have to be used. For this reason, we use a direct sampling algorithm for the Bayesian network inferences (Darwiche 2009).

Using a Bayesian network inference algorithm introduces an overhead. The direct sampling algorithm runs in \( O(n \cdot m) \) where \( n = |T| + |D| \) is the number of nodes in the Bayesian network, and \( m \) is the number of samples generated. The estimation error is inversely proportional to the squared root of the number of generated samples \( m \).

Incremental Belief Evaluation

The Bayesian network is dynamically built during the search process. Its extensions are made with Algorithm 2. Once a new time random variable is created (see \( t_{\text{start}} \) and \( t_{\text{end}} \) in the algorithm), it is added to the Bayesian network and its belief is immediately estimated. The belief on time random variables is required by the heuristic function and to estimate the probability that a plan satisfies time constraints.

Because the Bayesian network is dynamically generated, we want to avoid evaluating the whole Bayesian network each time a new random variable is added. In the worst case, adopting this strategy would indeed require \( n(n−1)/2 \) evaluations for a network of \( n \) nodes. To reduce computation time, the generated samples are kept into memory into an array for each random variable. The \( i \)th samples of all random variables correspond to a simulation of the whole Bayesian network. When adding a new random variable, new samples are generated by considering the samples of the parent variables. Thus the computation cost of incremental evaluation of a Bayesian network is equivalent to one evaluation of the entire network.

For small networks, keeping all samples in memory may not be a problem. However, this is not the case for larger networks. Therefore, we rather adopt a caching mechanism that keeps the generated samples of the most recently accessed random variables. This strategy offers a good trade-off between efficiency and memory requirement.

Heuristics

In order to be efficient, forward-chaining search based planners require heuristics. For instance, the Fast-Forward (FF) planner introduced a domain independent and admissible heuristic called Relaxed GraphPlan (RGP) (Hoffmann and Nebel 2001). Basically, RGP generates a relaxed plan using a simplified GraphPlan algorithm which ignores delete (negative) effects. The extracted plan is used to estimate a lower bound on the number of actions (or the remaining cost) required to reach the goal. This heuristic has been adapted for state-based temporal planners (Do and Kambhampati 2003).

We adapted the RGP heuristic to domains having action concurrency and time uncertainty. Because our planner is based on a state-variable representation, instead of tracking minimal appearing time (cost) of each literal, the minimal
valid time (cost) of each possible assignment of each state variable is tracked. This is stored into the mapping function $M_c(x, v) : (X, Dom(x)) \rightarrow \mathbb{R}$. Algorithm 3 describes the heuristic function which estimates a lower bound of the expected cost of a plan generated by a forward-search from a state $s$.

Line 2 initializes the $M_c$ function to $+\infty$ over its domain. Then at Lines 3-4, the minimum cost for the current value of each state variable is set to its valid time. Line 6 loops on all possible actions $a \in A$. If an action can reduce the minimum cost of an assignment $x = v$ then $M_c(x, v)$ is updated. The loop of Line 5 performs updates until there is no minimum cost reduction or until the goal is satisfied. The SatisfiedCost function returns a lower bound on the cost required to satisfy $G$ by considering $M_c$.

**Algorithm 3 Evaluate Heuristic Function**

1. function EvaluateHeuristic($s, G$)
2. \[ M_c(\ldots) \leftarrow +\infty \]
3. for each $x \in X$
4. \[ M_c(x, A(x)) \leftarrow T(x) \]
5. while SatisfiedCost($M_c, G$) = $+\infty$
6. for each $a \in A$
7. \[ s \leftarrow \text{build a state } s \text{ from } M_c \Rightarrow a \models s \]
8. \[ s' \leftarrow \text{Apply}(s, a) \]
9. for each $x \in \text{vars}(effects(a))$
10. \[ M_c(x, A(x)) \leftarrow \min(M_c(x, A(x)), s'.T(x)) \]
11. return SatisfiedCost($M_c, G$)

To speed up the evaluation of the heuristic function in Algorithm 3, random variables are not manipulated. All calculations are done using scalar values which are initialized to the expected value of their corresponding random variables in the Bayesian network. Because time is probabilistic, the makespan (or other cost criteria) of a plan is also probabilistic. Definition 1 revises the notion of admissibility of a heuristic defined in a domain with time uncertainty.

**Definition 1** A heuristic is **probabilistically admissible** if and only if it does not overestimate the expected cost of the optimal plan to reach the goal.

**Theorem 1** The heuristic function presented in Algorithm 3 is probabilistically admissible when random variables are replaced by their expected values.

**Proof.** The Algorithm 3 is an adaption of RGP heuristic for the state-variable representation. For fundamentally deterministic planning domains, it has been proven that this kind of heuristic never overestimates the optimal cost (Hoffmann and Nebel 2001; Do and Kambhampati 2003). Because it ignores delete (negative) effects, the generated relaxed plan is a sub-set of the optimal plan.

Now consider time uncertainty. As previously said, the heuristic function is evaluated using scalar values rather than random variables. We have to make sure that this relaxation never overestimates the expected cost of an optimal plan. Basically, time random variables ($T$) are expressed using two operators: (1) the sum operator to compute the
end time of an action, and (2) the max operator to compute
the start time of an action. When a sequence of actions \( a_1, \ldots, a_n \) is planned, a time random variable \( t_e(a_n) \) is created with an equation equivalent to \( t_e(a_n) = d_{a_1} + \ldots + d_{a_n} \). The expected sum of the duration of the actions is given by \( E[t_e(a_n)] = E[D_{a_1}] + \ldots + E[D_{a_n}] \). The evaluation of the heuristic function returns the exact same duration because it sums up the expected values of each duration: \( \text{Heuristic}(t_e(a_n)) = E[D_{a_1}] + \ldots + E[D_{a_n}] \). Thus the evaluation of time random variables based on a sum is correct.

When an action \( b \) requires the completion of other actions \( a_1, \ldots, a_n \), the start time of the action \( b \) is defined by a random variable \( t_s(b) = \max(a_1, \ldots, a_n) \). Here the evaluation of the heuristic cannot overestimate the real expected value since \( \text{Heuristic}(t_s(b)) = \max(E[D_{a_1}], \ldots, E[D_{a_n}]) \leq E[t_s(b)] = E[\max(D_{a_1}, \ldots, D_{a_n})] \) (Jensen’s inequality). Because relaxing calculation does not overestimate the expected value, the heuristic is probabilistically admissible.

**Finding Equivalent Time Random Variables**

A fundamental step in a forward-chaining search algorithm in a state-space is the ability to test whether a state \( s \) has already been visited. Recall that two states are equivalent if their mapping functions \( U, V, P \) are the same. The functions \( V \) and \( P \) involve time random variables. Two time random variables are equivalent if their equations are the same. However, two time random variables could also be equivalent even if their equations are not the same. Consider a situation where two actions \( a_1 \) and \( a_2 \) cannot be executed concurrently, and thus have to be executed sequentially. Time \( t_0 \) is the initial time. Executing \( a_1 \) and \( a_2 \) successively leads to times \( t_1 \) and \( t_2 \). The reverse order leads to times \( t_2 \) and \( t_4 \). Figure 3 shows the Bayesian network for this situation.

![Figure 3: Sample Bayesian Network](image)

To identify equivalent time random variables, equations could be rewritten into another form using only random variables having no dependencies to other time random variables. Examples of this alternate representation are displayed in the third block of each random variable rectangle in Figure 3. By normalizing the way equations are written (e.g. by sorting terms) equation comparison can be made more efficient. Because the rewritten equations of \( t_2 \) and \( t_1 \) are the same, the variable \( t_2 \) can be replaced by \( t_1 \).

**Empirical Results**

We experimented our planning algorithm on two planning domains inspired from the International Planning Competi-

**Related Work**

The framework of Markov Decision Process (MDP) (Bellman 1957) provides a basis for many probabilistic artificial intelligence (AI) planning frameworks. In its basic formulation, MDP naturally fits in with the process of making sequential decisions under uncertainty. The Concurrent MDP (CoMDP) (Mausam and Weld 2004) approach is an extension of the MDP framework designed to deal with concurrent actions, by using MDP transitions corresponding to sets...
of combined (simultaneous) actions. The combined effect of a simultaneous set of actions is obtained based upon a conflict analysis of the actions. This results in a potential exponential explosion, given that the planner has to consider all possible action combination subsets in each state. One of the main contributions of CoMDP consists in pruning strategies to avoid exploring action combinations naively.

Another limitation of CoMDP is that a set of simultaneous actions is considered as a macro-action having unique time duration. Consequently, model actions with interleaved effects cannot be modeled unless the smallest possible time unit that can separate any two effects in the domain is adopted. This, however, would exacerbate the state explosion.

The problems caused by considering simultaneous sets of actions as macro-actions are solved by adopting an interwoven epoch search space, similar to (Bacchus and Ady 2001). Actions have delayed effects which are stored in the states' event queue. Introduced in the CoMDP framework, this yielded the Concurrent Probabilistic Temporal Planning (CPTP) (Mausam and Weld 2006). Although the CPTP approach produces plans with smaller makespan than CoMDP, it still leaves a huge state-space because of the discrete time representation.

Planning with concurrent actions under time uncertainty can be done using the Generate, Test, and Debug (GTD) framework (Younes and Simmons 2004). The idea is to invoke a deterministic planner to obtain a deterministic plan. The generated plan is then simulated to identify potential failure points before execution. The plan is then robustified by generating contingencies (once again using the deterministic planner) to patch failure points.

The plans simulation meant to identify failures points involves Monte Carlo simulations. Once the failure points have been identified, many strategies can be used to robustify the plan. In general, finding the best insertion point for plan robustification is an NP-hard decision, so heuristics must be used. A naive approach consists of creating a conditional branch at each identified failure point. This, however, has little benefit, given that the failure may only be a reflection of a decision made earlier on the current execution path. The insertion points can be randomly chosen (Younes and Simmons 2004) or selected using planning graph analysis (Dearden et al. 2003).

One advantage of these approaches over CoMDP and CPTP is that they can model time and resources as continuous quantities and are thus not limited to discrete ones. This reduces the number of states and resources as continuous quantities and are thus not limited to discrete ones. This reduces the number of states and requires significantly less memory. The disadvantages are that these approaches do not guarantee completeness (Mausam and Weld 2006).

The Factored Policy Gradient (FPG) (Buffet and Aberdeen 2009) is another planning approach that deals with both concurrency and uncertainty. It is based on policy-gradient methods borrowed from reinforcement learning (Sutton et al. 1999). To reduce computation efforts for solving a MDP, policy-gradient methods introduce an approximation function to estimate states’ value during policy generation. Gradients are evaluated using Monte Carlo simulations. To enable concurrency, FPG generates a global factorized policy composed by local policies, each one controlling a specific action.

There exist other approaches including Prottle (Lit-Bresina 1990). They introduced a planning approach for incrementally making a plan more robust by adding branches to deal with contingencies. Their approach is reminiscent of the approach outlined here, albeit they relied on backtracking search to identify points worth robustifying rather than simulating plan executions.

<table>
<thead>
<tr>
<th>Transport Problem</th>
<th>Our Planner</th>
<th>Discrete Time Planner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trucks</td>
<td>Packages</td>
<td>States</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>71</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>220</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>216</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>237</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>24,772</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>673</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>61,665</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>Fail</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>76,106</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rover Problem</th>
<th>Our Planner</th>
<th>Discrete Time Planner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rovers</td>
<td>Sites</td>
<td>States</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>109</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>330</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>406</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>6,018</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>12,445</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>85,830</td>
</tr>
</tbody>
</table>

Table 2: Empirical results for Transport and Rovers domains
Conclusion and Future Work

This paper presents a new planning approach that extends the forward-chaining search for dealing with action concurrency under time uncertainty. Our main contribution is the introduction of a new state representation based on a continuous time model instead of a discrete one. Rather than representing time with a numeric time stamp attached to each state, we associate each state variable to a continuous time random variable. Random variables define the start and the end times of actions, and their duration. The random variables are organized into a Bayesian network. A direct sampling algorithm is used to estimate the probability of success and the expected makespan of plans. We also adapted the Relaxed Graph Plan heuristic for domains with time uncertainty. Empirical experiments on probabilistic versions of the Transport and Rovers domains show that our planner is able to deal efficiently with actions concurrency under time uncertainty.

Our approach is orthogonal to GTD in the sense that our focus is not the generation of contingencies to improve plans. While GTD relies on a deterministic planner which ignores uncertainty, our planner considers uncertainty during the search process. As future work, it could be interesting to combine both approaches. The GTD framework first finds a weak plan (with low probability of success) and then inserts conditional branches to robustify it. We believe that our planner could be used in a GTD approach instead of a deterministic planner. The framework would first compute a strong plan (high probability of success) and add conditional branches to reduce the expected makespan. Each conditional branch would capture opportunities arising if tasks are executed faster than expected. This extension will enable direct comparisons with other approaches having contingency.

Although we dealt with time uncertainty, our approach may be generalized to resources uncertainty by adding other random variables to represent resources. For instance, it could be possible to add uncertainty on the amount of fuel consumed by the trucks and rovers. Future work will also include dynamic programming and over MDP techniques to evaluate the quality of plans.
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